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Abstract

‘Economic insecurity’ is rarely discussed in the professional economics literature and has received little emphasis in recent economic policy making in OECD nations. This paper argues that economic insecurity should receive more attention, because it affects individual well-being, personal identity and labour market behaviour - and because the welfare state was largely motivated by a desire to decrease insecurity. The paper then examines trends in the economic implications of four sources of economic insecurity - illness, unemployment, ‘widowhood’ and old age - and discusses the differences between ‘economic insecurity’ and ‘risk’, before turning to a discussion of how best to measure economic insecurity.
1 Introduction

If one reads the popular press,\(^1\) or examines public opinion polls, or talks to one’s neighbours, it is hard to escape a concern with rising levels of economic insecurity in the 1990s in many Western economies. Referring to the US, *Fortune* has argued that: ‘Today, a queasy sense of insecurity haunts many working people. Wave after wave of corporate restructuring has knocked away the underpinnings of career-long employment that sustained workers’ confidence in their future’ (Richman, 1995: 107). The business press has repeatedly suggested that a change in workplace culture in the 1990s has produced increased insecurity. As Trinca (1998) puts it:

> At the core is a change in the philosophy of the deal between an employer and the employee … The message to employees is that employers see them as dispensable resources, that they are assets to be used for the duration of the employer’s needs, and ‘if a new model comes out you could find yourself obsolete’ … It is the moving goal posts that bother people: the notion of justifying yourself constantly to your boss simply didn’t exist for most people 20 years ago. (Trinca, 1998, E2)

These journalistic accounts of workplace change\(^2\) are consistent with polling data on the prevalence of subjective feelings of economic insecurity. In repeated polls throughout the 1990s, only a minority of Canadians have been willing to disagree with the statement: ‘I feel that I have lost all control over

---

1 Dominitz and Manski begin their article summarising polling data on insecurity with the statement: ‘During the first few months of 1996, economic insecurity became a focus of media attention in the United States’ (1997: 262).

2 Case studies of a cross section of Canadian firms reveal the same pattern (see Osberg, Wien and Grude, 1995).
my economic future’ (emphasis added; see EKOS, 19963). As well, industrial relations specialists have noted that job security provisions have been at the centre of collective bargaining in many countries, as workers have sought protection from the personal implications of labour market ‘flexibility’. Since no one has a stronger vested interest in reading the public mood than an opposition politician, some election slogans now promise an end to insecurity (e.g. ‘Security and Opportunity’, adopted by the Australian Labor Party in 1998).

However, these concerns about rising economic insecurity seem curiously disconnected from the thrust of much current economic policy. In its 1995 Jobs Study, the OECD asked: ‘Does the present situation call for any change in the medium-term strategy of sound public finances, low inflation and structural reform which was agreed by OECD member countries in the first half of the 1980s?’ (OECD, 1995: 59). The answer provided (i.e., No - the high unemployment of the last 15 years is just coincidental) may not be entirely convincing, but the thrust of policy has been clear. For well over a decade, OECD countries have been committed to a cluster of policies aimed at encouraging macroeconomic stabilisation, structural adjustment and the globalisation of production and distribution.

Unfortunately, the practical meaning of ‘structural adjustment’, and of policy measures to increase ‘labour market flexibility’, has often been to increase the probability that some workers will lose their jobs and to decrease the social transfers that they receive when not working. The acceleration of computer based technological change in the 1990s would, in any event, have

3 EKOS Research Associates has repeatedly asked a sample of Canadians to agree or disagree with the statement ‘I feel I have lost all control over my economic future.’ Although this must be considered a toughly worded statement, the percentage agreeing was 52 per cent in October 1993, 43 per cent in February 1994, 47 per cent in November 1994 and 48 per cent in August 1995. In April 1996, 42 per cent agreed. (A further 16 per cent neither agreed nor disagreed in April of 1996 - leaving only 42 per cent of Canadians who were willing to say that they felt they had control at all over their economic future). The percentage agreeing with the statement, ‘I think there’s a good chance I could lose my job in the next couple of years’ was, at the last four dates, 41, 42, 44 and 44 per cent. (EKOS Research Associates, 1996: 82, 84).
increased the risks of job loss, but there has also been an international trend to reducing the social protections of the welfare state. In addition, globalisation has increased the exposure of firms and workers to the shifting currents of international trade, but national governments are increasingly constraining themselves by new treaty obligations which preclude macroeconomic or trade policy interventions to protect domestic employment. The combination of an increased rate of labour market change and decreased protections from the adverse consequences of change has inevitably produced greater economic insecurity.

Why has economic policy paid so little attention to economic insecurity? Is it: because economic insecurity is unimportant, or because popular perceptions of increased economic insecurity are wrong, or because economists do not know how to think about economic insecurity?

Although the operation of any economy will always produce some level of economic insecurity, and although people clearly view economic insecurity as important, if one reads the academic economics literature, one will almost never find mention of this term.4 It is clear that economists have often been concerned with ‘risk’.5 However, ‘risk’ is not the same as ‘insecurity’,6 and it is important to be clear about the differences.

---

4 To be precise, in the ECONLIT database from 1969 to December 1997, there are nine matches to the term ‘economic insecurity’. A search of the Social Sciences Index from 1983, and the PAIS International and PAIS Periodicals/Publisher Index from 1972, yielded eleven matches. The Social Sciences Citation Index for the years 1987 to 1997 was similarly unproductive.

5 In the ECONLIT CD-ROM database, entering the keyword ‘risk’ produces 12 936 matches in the professional economics literature published between 1969 and December 1997.

6 Anxiety is a key part of insecurity – see Section 4 – but those who can avoid risk, or who can purchase insurance against risk, have no reason to feel anxious about the future. In modern economies, a wide range of insurance and risk avoidance strategies are potentially available to individuals. Whether or not these strategies actually succeed in avoiding unwanted risk, and at what cost, will determine whether people feel ‘insecure’. It may be a telling comment on the perspective of economists that in the ECONLIT database, there is no match at all to a pairing of the keywords ‘risk’ and ‘anxiety’.
The plan of this paper is to begin in Section 2 by asking: ‘Why might economic insecurity matter?’ In order to establish a *prima facie* case on trends in economic insecurity, Section 3 presents some Canadian statistical evidence on the economic risks associated with sickness, old age, unemployment and ‘widowhood’. Section 4 then asks what exactly is meant by the term ‘economic insecurity’, as distinct from risk. Section 5 considers how the economic insecurity of individuals can sensibly be aggregated so that trends in the overall level of economic insecurity in society can be measured. Section 6 presents a conclusion.

2 Why Might ‘Economic Insecurity’ Matter?

One reason to think that economic insecurity might ‘matter’ is the fact that governments have spent a lot of money, over many years, to reduce it. Increasing the economic security of the populace has been a major goal of the welfare state, which has produced substantial levels of public expenditure in all developed economies. Indeed, Article 25 of the United Nations’ Universal Declaration of Human Rights (1948) declared economic security to be a basic human right:

> Everyone has the right to a standard of living adequate for the health and well-being of himself and of his family, including food, clothing, housing and medical care and necessary social services, and the right to security in the event of unemployment, sickness, disability, widowhood, old age or other loss of livelihood in circumstances beyond his control. (United Nations, 1948, Article 25)

From the origins of the welfare state in Bismark’s Germany to the present day, in most of the industrialised countries, the expenditures of ‘social insurance’ programs have considerably exceeded expenditures under
means-tested programs. Most of the expenditures of the welfare state have not redistributed resources from the rich to the poor, considered in an *ex ante* lifetime sense. Rather, social insurance programs have redistributed between contingencies, by providing benefits, in cash or in services, to all eligible beneficiaries who experience a specific loss, or who meet specified criteria.

For example, public health insurance provides benefits, to those who become ill, in the form of health care services, irrespective of the income levels of patients. Cash transfer programs, such as old age pension, workers compensation and unemployment insurance, pay benefits to those who become elderly, have workplace accidents or become unemployed. In most countries, the benefits obtainable under such programs are calculated as a fraction of prior earnings and are not means tested, which ensures that these programs yield significant benefits to the previously affluent. Because social insurance programs have been much larger than programs that are targeted exclusively on the poor, most of the cash transfers of the welfare state have redistributed income between different years of the same individual’s life, or between the different contingencies which may befall similar individuals.

The broad term ‘social insurance’, and the specific events enumerated in the UN Universal Declaration of Human Rights, include some very different types of ‘risk’, with different rationales for public involvement. Sickness, disability and widowhood may be reasonably supposed to be exogenous

---

7 In Canada, total expenditure under social assistance was $15.898 billion in 1994/95, compared to $51.9 billion paid out as under public health insurance, $19.761 billion in CPP/QPP pensions and $15.041 billion in Unemployment Insurance benefits. Although these latter programs are not means tested, they do redistribute income and they do prevent poverty, because of differential probability of claim (e.g. the higher probability of unemployment among lower wage workers), some features of program benefit schedules and the fact that their benefits are a larger fraction of lower incomes. Social insurance programs provide greater relative benefits to the poor than to the rich – but that is not the main purpose.

8 In the UK and Australia, unemployment benefits are flat rate, adjusted for family size.

9 Australia is a notable exception, because of its means-tested unemployment benefits and seniors’ pensions.
hazards to which individuals are involuntarily exposed, and the moral rationale for state involvement is that these events correspond to ‘loss of livelihood in circumstances beyond one’s control’. However, it is also clear that these are insurable risks, for which private sector markets exist,\(^\text{10}\) even if the cost and availability of such insurance may be less than actuarially fair.

On the other hand, unemployment insurance is not generally available at all in the private sector. Unemployment is a risk that, owing to the possibility of self-selection of insurance purchasers and the correlation of claims in recessions, cannot feasibly be privately insured. The practical rationale for public provision is, therefore, that individuals would otherwise have no insurance at all against loss of earnings. However, economists have also long debated the extent to which individuals can control their own experiences of unemployment (see Atkinson and Micklewright, 1991; and Osberg, 1996); to the extent that unemployment is in fact ‘voluntary’, the case for public provision of unemployment insurance may be weakened.

Finally, although old age security is a major area of public expenditure, it is clear that ‘old age’ is not a ‘risk’ at all. Lower living standards in old age (because of inadequate savings or a lack of pension rights from prior employment) are a compound risk, influenced by a myriad of individual decisions and events, but old age itself is entirely predictable.

Nevertheless, although these are very different sorts of risks, the objective of greater economic security has often been identified as the common element underlying the social insurance programs of the welfare state. Moss (1996), for example, argues that from the first years of labour legislation in the United States, reform organisations such as the American Association for Labour Legislation ‘were motivated primarily by the problem of worker insecurity’ (Moss, 1996: 2). As the US shifted with dramatic rapidity from

---

\(^{10}\) Life insurance could provide some protection against the risks of ‘widowhood’, defined literally. However, Section 3 will argue that the objective of Article 25 was to provide women and children with some protection against loss of access to male earnings, in a social context (1948) when single earner households were the norm and widowhood was the main route to single parent status. In 1998, marital breakup is the main risk, but this is uninsurable in private markets.
rural agriculture to urban industry in the late nineteenth century, workers lost access to established networks of social support in rural communities, as well as leaving behind the possibility of return to subsistence agriculture as a worst case option. With its frequent workplace accidents, bankruptcies and severe recessions, the factory system of the late nineteenth century continually exposed the ‘respectable working class’ to the risk of destitution.

Moss notes that the early proponents of social insurance included many prominent economists of the day,\(^\text{11}\) who were able to gather support across a wide spectrum of opinion, at a time when political discourse on labour issues was highly polarised. This broad range of support produced significant legislative success, and was undoubtedly assisted by the ambiguous nature of social insurance proposals in combining radical and conservative objectives.\(^\text{12}\) Moss characterises the economist-reformers as ‘socially minded defenders of capitalism’ (1996: 14), who did not propose (as the Marxists did) to socialise capital, but instead proposed the socialisation of risk.

As Commons later put it in his autobiography: ‘I was trying to save Capitalism by making it good’ (quoted in Moss, 1996: 66). The case for social insurance was made on several levels. The Progressives argued on moral, political and economic grounds against ‘wasting labour’. Under the slogan of ‘the conservation of human resources’, they decried the immorality, and the ‘social parasitism’, with which corporations used workers, only to discard them when ill, injured or unprofitable to employ. The Progressive economists believed in the capacity of capitalism to increase wealth, but they argued that capitalism was politically vulnerable because: ‘The principal underlying cause of social unrest is the uncertainty of income of wage earners and small producers’ (Commons, quoted in Moss, 1996: 23).

On purely economic grounds, they pointed to the efficiency costs of a system

\(^\text{11}\) R.T. Ely and J. R. Commons are probably the best known today, but other prominent supporters were Farnam, Seager, and Willoughby, Professors of Economics at Yale, Columbia and Princeton, respectively, (see Moss, 1996: 5)

\(^\text{12}\) Moss (1996: 19) notes that Commons, Ely and Adams all experienced significant problems with keeping their academic jobs after conservative Board members objected to radical statements, and all moderated their subsequent utterances considerably.
in which employers could generate (through workplace accidents, occupational illnesses or involuntary unemployment) negative externalities for families and for the broader society, while bearing no costs themselves. With the self-confidence of a new breed of ‘social scientists’, they argued that social insurance programs with experience rating would force firms to internalise these costs in their decision making.

In shifting the focus of American social policy from the relief of pauperism to the prevention of worker insecurity, the movement for social insurance built on two themes which ‘since colonial times have pervaded the American discourse on poverty – the preference for prevention over relief and the distinction between the so-called worthy and the unworthy poor’ (Moss, 1996: 39). Social insurance would prevent poverty by automatically paying benefits in the event of circumstances beyond a family’s control that would otherwise deprive it of its livelihood. In addition, the emphasis on prevention encouraged mechanisms (such as the experience rating of Unemployment Insurance premiums) designed to reduce the risk of such events. The distinction between worthy and unworthy recipients of social support was maintained by separating the programs intended for the employable from programs meant for the non-employable, and by emphasising the contributory financing of social insurance programs. As Moss puts it, the distinction between insurance and relief has, ever since, ‘cast a shadow of suspicion over all non-contributory forms of welfare and helped to narrow the scope of politically acceptable social policy in the United States’ (Moss, 1996: 57). One of the social costs of a set of programs designed to safeguard the standard of living of the ‘honest worker’ was its omission of benefits for socially marginalised groups.13

The history of social insurance in the US is a useful case study, which illustrates the combination of motives that, in varying proportions, have impelled governments of widely differing political persuasions to create programs to reduce economic insecurity. Major social insurance initiatives

13 In the first years of Social Security in the US, for example, African-Americans drew relatively little in benefits, since agricultural labourers and domestic workers were initially excluded from coverage.
have been put in place by the Germany of Bismark and the Spain of Franco, as well as by the Sweden of the Social Democrats and the Canada of 1960s Liberals. For conservatives, the objective has been the maintenance of social stability, on the presumption that a society in which much of the populace is insecure is also a society in which the position of the ruling classes will be insecure. For reformers, the motivation has been improvement in the well-being of a population that dislikes insecurity. Both have accepted capitalism as a system, and attempted to make it function more effectively.

In addition to the fact that governments spend a lot of money to reduce economic insecurity, a second major reason why it is important is the direct impact of greater security on individual well-being. For example, a recent survey of Australian attitudes found that:

Job security has a substantial impact on satisfaction. In fact, job security and occupational status - the chief ‘usual suspects’ - are tied for first place as the most important source of job satisfaction: secure jobs and jobs that demand thinking, planning, and responsibility are much more satisfying than others. (Evans and Kelly, 1995)

However, job security is becoming less common - between 1989/90 and 1994 the percentage of Australians who reported themselves to be either probably or somewhat secure in their jobs fell by 16 percentage points (from 73 per cent to 57 per cent) (Evans and Kelly, 1995).

Recently, Akerlof and Kranton (1998) have explored the implications for economic behaviour of the idea that individuals may care about a sense of identity, as well as deriving utility from the consumption of commodities. They argue that the concept of identity - ‘who people think they are, what type of person they conceive of themselves as being’ - implies a set of prescriptions about ‘what behaviour is and is not appropriate and what different actions mean to an individual and others in society’ (Akerlof and Kranton, 1998: 1,6). In a society with clearly defined gender roles, for example, some behaviours (e.g. a ‘breadwinner’ or ‘homemaker’ role) may
be seen as integral parts of male and female identity. Akerlof and Kranton note that people often care deeply about such behaviours, whether performed by themselves or by others, over and above any impact these behaviours may have on their personal consumption of goods and services. They argue that behaviour inconsistent with societal prescriptions can be perceived as a threat to personal identity, and the reaction is typically emotionally cued and reflexive.

In practice, many prescriptions about appropriate role behaviour are closely linked to economic outcomes. Behaviour often costs money. The maintenance of a social identity depends partially on whether or not individuals have the discretionary income to purchase particular clothing or participate in their habitual leisure and community activities, as well as on such things as the type of automobile they drive (or whether or not they have one), and on whether or not they can ‘support their family’, etc. For many individuals, the sense of identity they have in society is hard to separate from observable manifestations of identity through consumption. As well, economic outcomes (such as the type of job a person has or the neighbourhood they live in) determine much of an individual’s patterns of socialisation and status. Economic insecurity about these outcomes can, therefore, be highly threatening to personal identity. Of course, rapid cultural, as well as economic, change means that insecurity about economic outcomes interacts with other sources of insecurity about personal identity, but it is probably safe to say that economic insecurity magnifies their impact.

Economic instability may also interfere with people’s ability to form lasting, meaningful relationships. Each job change means the loss of one set of co-workers and the necessity to form new ties with one’s new colleagues. Each residential move depletes the ‘social capital’ that individuals have built up in reciprocal relationships with their neighbours. It is worth noting that such moves may have long term costs. Corak and Heisz (1998) examine the intergenerational transmission of earnings in a sample of Canadian men and their children and find that the frequency of residential mobility in childhood has a large and statistically significant negative impact on children’s eventual adult earnings, controlling for all other influences.
In addition, rising levels of economic insecurity can be expected to change individual behaviour. These changes in behaviour may affect the reliability of economic forecasting, when individuals alter their labour market or asset decisions in response to greater perceived insecurity. Variations in economic insecurity (especially employment insecurity) have a major influence on ‘consumer confidence’, which in turn influences expenditure plans on a wide range of consumer durables. In particular, Haurin (1991) has examined the role played by income variability in influencing the home ownership decision. His conclusion - that a 10 per cent increase in income variability reduces home ownership by the same amount as a five per cent decrease in average income – implies that the accuracy of macroeconomic forecasting may be affected by greater economic insecurity.

More importantly, when individuals seek to minimise their personal level of economic insecurity, the micro-strategies available to them may be personally and socially inefficient. Rising unemployment may, for example, convince workers that there is an increased risk of future layoff if they should change jobs, because changing jobs implies they will lose the protection that their seniority in their current job now provides.\(^\text{14}\) A decision to avoid the risks of mobility will have personal costs and benefits, in the form of lower long-term wages and stronger workplace ties, and this decision will also impose costs and benefits on others. As Akerlof, Ross and Yellen (1988) have noted, labour mobility is a bit like the children’s game of musical chairs, since each voluntary departure from a job opens up a vacancy that is potentially available to someone else. The productivity gain to labour mobility in the economy as a whole is the sum of the gains at each link in the ‘mobility chain’ of vacancies that opens up when an initial move is made, and the vacancy created by that departure is filled by someone who quits a job, leaving a vacancy somewhere else, etc. However, if no initial vacancy is created, none of the potential gains from subsequent mobility will be

\(^{14}\) For Canadian empirical evidence which supports this hypothesis, see Osberg (1991).
Although individuals will consider their private costs and benefits when coming to a decision about labour mobility, no individual worker has an incentive to consider the externality which his or her mobility creates.

Enrolment in specialised training also represents a gamble on the future, since specialisation narrows the options available to an individual in the future. The decision to specialise is risky, since it ties the individual’s fortunes to future demand and supply for a narrower specialty. No one can be totally sure that technological or market changes might not, in the future, reduce demand in a specific labour market, or that a specialty might not become swamped with excess supply. Faced with greater labour market insecurity, it may be a rational strategy for individuals to diversify their human capital portfolio, by acquiring generalist, rather than specialist, skills.

Unemployment insurance/assistance reduces the hazards associated with labour market mobility, and skills specialisation. Without some pooling of the risks associated with mobility and training, risk averse individuals may systematically under-invest in mobility and in specialised training, to the long-run detriment of productivity growth. In many respects, a well functioning labour market is a public good, for both employees and firms. By influencing the ways in which individuals can avoid economic insecurity, the social security framework has had an important influence on labour market efficiency, in the long run. Although there is a large literature on the possible labour supply impacts of social insurance programs, there has been much less emphasis in the economics literature on the potential costs and benefits of alternative worker strategies to minimise insecurity, if social insurance protection is less available. Clearly, social insurance programs have

Labour mobility also has costs, in the form of the loss of firm-specific human capital and the recruitment and hiring costs imposed on employers, which individual workers cannot be expected to factor into their decisions.

For example, in the US, several authors (e.g. Olson, 1994) have pointed to the potential social costs of ‘job lock’. Employer paid health insurance can lock workers into their current jobs, for fear of the economic consequences of forgoing health care coverage for existing ailments, if they should change employers.
both administrative and behavioural costs. However, if (as has recently been the case), risk reduction through social insurance is becoming less available, what are the social costs and benefits of the alternative risk reduction strategies which individuals can follow?

As well as prompting individually ‘rational’ (but socially wasteful) risk avoidance strategies, insecurity may produce deeper dysfunctional responses. Borg and Elizur (1992) conclude that: ‘Employees with higher job insecurity cope with the potential loss by reducing the subjective value of the loss’ (1992: 14). Employees with a strong work ethic are those who have the most to lose, when they lose their jobs. Hence, it is those with the strongest work ethic who tend to have the strongest psychological withdrawal process. The effect of greater insecurity in producing decreased job commitment can be partially offset if social support is available to workers to reduce their sense of insecurity, but in general ‘job insecurity has a negative impact on employees’ commitment and motivation’ (Borg and Elizur, 1992: 25).

In short, because the prevention of economic insecurity has been a major focus of the welfare state, because the existence of economic insecurity decreases the well-being of individuals, and because some individually rational strategies to avoid personal insecurity may be socially inefficient, economic insecurity is worth worrying about.

3 Trends in Economic Insecurity: A ‘Named Risks’ Approach

If there are some predictable objective risks which drive a public sense of economic insecurity, one indicator of trends in insecurity may be trends in
these underlying risks. 17 Specifically, the risks of substantial economic loss due to illness, job loss, or family break-up, and the risk of destitution in old age, are the focus of the major social insurance programs of the welfare state, and are heavily influenced by policy decisions on the design of those programs. As already noted, the right to security in the event of unemployment, sickness, disability, widowhood, old age or other loss of livelihood in circumstances beyond a person’s control is considered a basic human right in the UN Universal Declaration of Human Rights. Has there been a deterioration in ‘economic security’, as far as these risks are concerned? 18

Economic Insecurity Due to Illness

In Dominitz and Manski’s (1997) examination of subjective perceptions of economic hazards, the chance of being without health insurance coverage was explicitly assessed as a major life risk. Because of the absence of a universal system of health care coverage in the US, this is clearly a more important source of economic insecurity than in Canada or Australia. However, although Australians and Canadians pride themselves on having a universal system, there are increased anxieties about the functioning of the system and a trend towards restricting coverage of ailments and treatments.

The economic risks associated with illness are partly the risk of loss of earnings (the value of which varies with the level of earnings) and partly the risk of large out-of-pocket health care costs. Health Canada publishes a series on total health expenditures by sector (federal, provincial, municipal, workers’ compensation, private). In 1991, private expenditure was $16,848

17 The risks identified in this section have in common the characteristic that they refer to the chance of loss of personal livelihood. If private insurance coverage were available, individuals could try to insure against this event, but such coverage is typically not available. Neither is it feasible for individuals to diversify their portfolio of assets to offset such a risk, by purchasing an asset with a negatively correlated risk. Hence, examination of these specific named risks is not subject to the ‘portfolio critique’.

18 Appendix One presents a time series chart of the risks discussed in this section; the underlying data are presented in Osberg and Sharpe (1998).
million in Canadian dollars, or 25.4 per cent of total health expenditure. The 1992 Statistics Canada Family Expenditure Survey shows average household expenditure on health care of $1035, broken down into $658 for direct costs to household ($233 for medicinal and pharmaceutical products, $138 for eye-care goods and services, and $184 for dental care) and into $378 for health insurance premiums ($174 for private health care plans). These figures exclude expenditure on private health insurance premiums (since these are in fact a way of avoiding health care cost risk). A measure of the aggregate risk of health care costs can be derived by expressing remaining private expenditures on health care (net of health insurance reimbursements) as a percentage of total after tax personal income.

Expressed as a percentage of after tax personal income, private expenditures on health have risen 66.3 per cent, from 2.55 per cent in 1971 to 4.24 per cent in 1995, with almost all the relative increase taking place in the 1980s and 1990s. There may be a number of factors at work, including delisting of certain medical services provided in the past by provincial health plans, large increases in drug prices, the ageing of the population, supplier-induced increases in patient demand for health services, and medical advances that have produced medical services not previously available. However, the net result is a decreased level of insurance protection from the economic risks associated with illness.

**Economic Insecurity and Unemployment**

Job insecurity and the risk of unemployment are central to a conception of economic insecurity, indeed so central that occasionally they are assumed to be identical. Catalano (1991), for example, entitles his article ‘The Health Effects of Economic Insecurity’, but in fact proceeds to summarise the evidence on the health implications of unemployment. This importance is partly due to the central role of labour market earnings in family money income, but it is also due to the fact that paid employment is about more than money. As Jahoda (1979) has put it:

> There are latent consequences of employment as a social institution which match human needs of an enduring
kind. First among them is the fact that employment imposes a time structure on the waking day. Secondly, employment implies regularly shared experiences and contacts with people outside the family. Thirdly, employment links an individual to goals and purposes which transcend his own. Fourthly, employment defines aspects of status and identity. Finally, employment enforces activity.

It is these objective consequences of work in complex industrialised societies which help us to understand the motivation to work beyond earning a living; to understand why work is psychologically supportive, even when conditions are bad, and, by the same token, to understand why unemployment is psychologically destructive. (Jahoda, 1979: 423)

Because jobs have both economic and social/psychological functions, a full measure of insecurity in employment would not be solely economic. However, since the main objective of Unemployment Insurance (UI)\textsuperscript{19} was to reduce the insecurity of income flows that arises from periods of unemployment, a natural first measure of the economic insecurity associated with job loss is to ask how changes in the labour market environment and in unemployment insurance regulations have interacted to affect income variability. To answer this question fully, a detailed modelling of the changes in UI parameters, the mitigating behavioural changes they induce, and the state dependence of individual outcomes, is required. Osberg, Erksoy and Phipps (1998) have presented the results of a detailed microsimulation model of the Canadian labour market, which documents the utility losses associated with decreased income security.

\textsuperscript{19} In 1996, a major reform of Unemployment Insurance in Canada was instituted, which included a name change: to Employment Insurance (EI). What this paper refers to as the ‘UI’ system is now sometimes termed the UI/EI system, but this paper takes the view that the change of name was essentially cosmetic.
However, a simpler way of posing the question is to ask: What is the average conditional expectation of income loss due to unemployment? This can be further decomposed into the questions: ‘What percentage of the working age population experience unemployment?’ ‘What percentage of the unemployed receive unemployment benefits?’ and ‘How much of their pre-unemployment income is replaced when they are on benefit?’ The percentage of people experiencing unemployment is the product of the labour force participation rate and the unemployment rate; both have significantly increased over the 1971 - 1995 period in Canada. The extent to which the unemployed have, ‘on average’, been protected by UI from the financial impacts of unemployment can be modelled as the product of the percentage of the unemployed who claim regular UI benefits (which has declined precipitously in recent years, from approximately 90 per cent in 1990 to under 40 per cent in late 1997) and the percentage of average weekly wages replaced by UI.

In order to measure insecurity, it is the proportion of the unemployed not covered by UI, and the proportion of average weekly wages not replaced by UI that counts. Appendix One provides a chart of trends in unemployment risk in Canada between 1971 and 1995. Overall, the index of unemployment risk rose 147 per cent between 1971 and 1995, with three of the four components of the index contributing to the rise. The participation rate rose 16.1 per cent from 58.1 per cent in 1971 to 67.5 per cent in 1995. The unemployment rate rose 53.2 per cent from 6.2 per cent to 9.5 per cent. The proportion of the unemployed not receiving UI benefits increased 146.5 per cent from 17 per cent of the unemployed in 1971 to 41.9 per cent in 1995. Only the proportion of the average weekly wage not replaced by UI showed an improvement, falling from 68.8 per cent in 1971 to 54.7 per cent in 1972, and remaining at approximately that level since.

20 Defined as: (the percentage of adults who participate in the labour force) * (the unemployment rate) * (1- regular UI claimants as a percentage of the unemployed) * (1- average UI benefits as a percentage of average weekly wages). Appendix One charts yearly data on these variables.

21 The trend participation rate has been used. It is assumed equal to the actual participation rate in the 1970s and 1980s. In the 1990s, the actual participation rate has fallen for cyclical reasons. Consequently, the actual participation rate in 1989 has been assumed to represent the trend rate in the 1990s.
As a summary of available protection from the financial risks of unemployment, the percentage of the unemployed receiving unemployment benefits can be criticised on many grounds. It mingles the combined influence of the percentage of the unemployed who do not qualify for benefits (e.g. if they have insufficient weeks of employment, or if they quit or were dismissed ‘for cause’), with those who do not apply for benefits and those who exhaust their benefits before finding employment. It can be criticised as understating the impact of unemployment to the extent that discouraged workers cease active job search and are no longer classified as unemployed (whether on UI or not), and as overstating unemployment to the extent that unemployment is ‘voluntary’. It does not reflect at all the percentage of individual income replaced or the family income situation of the unemployed. Nevertheless, it is an easily available and easily understandable measure. If the issue is trends in the social protection available against direct financial loss due to unemployment, it is probably not a bad reduced-form statistic, since there is little evidence of offsetting trends.

The insecurities created by the possibility of job loss, however, include both the immediate costs of unemployment and any loss in wages when another job is eventually located. Workers whose human capital is highly firm-specific, or industry-specific, may experience very significant wage losses when firms restructure. Even if they now have employment, workers with specialised credentials, or with skills that are not portable, are continuously exposed to the risk of downward economic mobility. In an era of relentless media attention to corporate restructuring, technological change and globalisation, their sense of anxiety about their economic future may be acute. Anxiety about the future is likely to be influenced both by media commentary and by word of mouth familiarity with local cases of downward mobility following job loss, as well as by the immediate costs of an unemployment spell.22

---

22 Even if the aggregate distribution of earned income retains the same shape, a greater amount of mobility in that distribution will generate greater insecurity. The empirical issue is how many wage earners experience large negative shocks to their earnings, e.g. a 40 per cent drop, for two years or more. Osberg, with Erksoy and Phipps (1994) present a microsimulation model of the extent of labour market ‘churning’.
Economic Insecurity and ‘Widowhood’

Fifty years ago, when the United Nations’ Universal Declaration of Human Rights was written, security in the event of widowhood was included as a basic human right. At that time, just after World War II, the death of the male breadwinner of a ‘traditional’ family was the principal way in which single parent families were actually formed. Then as now, a single parent family was extremely likely to be poor. Hence, the reason for specifying security in the event of widowhood was to protect women and children from the loss of their livelihood, through the loss of access to the earnings of the male breadwinner.

In the social reality of the 1990s, the ‘male breadwinner’ model of the family is no longer empirically or normatively dominant, and the main way in which single parent families are formed is by divorce or separation. However, the economic consequences for women and children of the loss of access to male earnings remain acute; as the saying goes, many women and children are still ‘one man away from poverty’. The rate and depth of poverty is particularly high for single parents, and divorce or separation often has significant economic consequences, in many cases involving major life style changes.

Trends in this aspect of economic insecurity can be modelled as the product of: (the percentage of the adult population who are married women with children) * (the probability of divorce) * (the poverty rate among single parent families) * (the average poverty gap ratio among single parent families). Appendix One presents a graph showing these trends.

The proportion of the Canadian population made up of married women with children under 18 has been very stable, at around 44 per cent over the 1971-1995 period. However, the divorce rate has more than doubled over the period, rising from an annual rate of 0.59 per cent per legally married couple in 1971 to 1.22 per cent in 1995. The poverty rate for lone parent females rose 28.3 per cent between 1971 and 1995, while the average poverty gap ratio fell 27.2 per cent. The overall index rose 67.0 per cent, indicating a major increase in the risk of ‘widowhood’.
The Risk of Poverty in Old Age

Humans are inevitably unable to depend on their own labour earnings at the beginning and at the end of the life cycle. Knowing this, the prospect of poverty in old age can be a source of economic insecurity, as individuals age and the retirement period comes more closely into view. Whether or not people are poor in their old age depends on the accumulation of a lifetime of decisions and events, particularly those surrounding the acquisition of pension rights and asset accumulation. The probability of accumulating wealth, and pension entitlements, over the life cycle is conditioned by the earnings and pension coverage of the sequence of jobs an individual moves through, by their family status over the life course (including both spousal earnings and any asset splitting on divorce), by their own savings decisions and by the riskiness of their investment strategy. Since the population is highly diverse in its characteristics, there are a huge number of possible combinations of circumstances.

In principle, forward looking individuals should think about these issues from the time they enter adulthood, but as a practical matter, one can probably assume that people under 45 do not usually worry much about their retirement years. If so, the economic insecurities of advancing age are chiefly experienced by those aged 45 to 64. How many of them are anxious about their financial well-being in their old age? As a rough and ready indicator of the extent to which anxiety about old age is justified, there is nothing like asking: ‘How many Canadians now end up poor in their old age?’ Some of the anxieties felt by the middle aged are surely due to their observation of what actually happens now to those who are a few decades older than themselves. Although calculating the percentage of senior citizens who are poor depends crucially on the poverty measure and income definition used,\textsuperscript{23} one indicator of perceptions of the risk of poverty in one’s old age, is the Statistics Canada Low Income Cut Off (LICO) criterion, which is based on household money income.

\textsuperscript{23} Osberg (1998) notes that the percentage of the elderly identified as poor is extremely sensitive to the exact level at which the poverty line is drawn, since the incomes of many elderly are concentrated in a rather narrow range.
If one adopts this criterion of poverty, the elderly poverty rate has plummeted over the last 25 years, falling 63.3 per cent from 56.6 per cent in 1971 to 20.8 per cent in 1995, with all the fall taking place in the 1970s and 1980s. Equally, the average poverty gap ratio has fallen 49.1 per cent over the same period, from 33.2 per cent to 16.9 per cent. Consequently, the overall index of risk from old age has fallen from 1.0 in 1971 to 0.142 in 1995, a drop of 85.8 per cent.24

Discussion

Appendix One provides a visual picture of trends in these four specific risks in Canada over the last 25 years. It is clear that the ‘good news’ is the reduction in the risk of poverty in old age, but the ‘bad news’ is the increase in economic risks experienced by the population of working age. In addition to the named risks identified here, the working age population bears the risk of occupational mobility and earnings loss. However, since the increases in economic risk considered here are heavily influenced by economic policy choices on such issues as the coverage of health insurance, the qualification requirements for unemployment insurance or the social assistance support level for single parents, Canadian public policy has had a major influence on these trends. Why is it then that the economic analysis that motivates current policies pays so little attention to economic insecurity?

4 What Exactly is ‘Economic Insecurity’?

Insecurity and Risk

Section 2 has argued that economic insecurity is an important issue and Section 3 has noted that in Canada the economic risks associated with unemployment, illness and widowhood have risen over the past two decades - in part because of deliberate economic policy decisions. However, ‘economic insecurity’ has not yet been exactly defined. Do these trends in specific risks

24 Note that in Appendix One, in order to follow the graphical convention that improvements are an upward graphical movement, we multiply the index of ‘risk’ by –1, and thereby convert it into an index of ‘security’.
correspond to trends in ‘economic insecurity’? Economists have written a great deal about ‘risk’, but very little about ‘insecurity’; what exactly is the difference? If risk and insecurity differ in conception, and if economists only know how to talk about risk, is the language of economics adequate to the policy problem of reducing economic insecurity? Is the framing of economic policy choices in terms of the language of economics part of the reason why economic policy has paid little attention to economic insecurity in recent years?

‘Risk’ is usually defined in economics in terms of a probability distribution over future states of nature. Varian comments that ‘Most situations involving behaviour under risk can be put in this lottery framework’ (1992: 172). The MacMillan Dictionary of Modern Economics defines ‘risk’ as ‘a context in which an event occurs with some probability or where the size of an event has a probability distribution’ (Pearce, 1986: 373). Sometimes a distinction is drawn between ‘risk’ and ‘uncertainty’. For example, the Penguin Dictionary of Economics states:

A decision is said to be subject to risk when there is a range of possible outcomes which could flow from it and when objectively known probabilities can be attached to those outcomes. Risk is therefore distinguished from uncertainty, where there is a plurality of outcomes to which objective probabilities cannot be assigned. (Bannock, Baxter and Davis, 1987: 385)

The term ‘insecurity’ does not appear in dictionaries of economic jargon, but one ordinary dictionary’s definition of ‘insecure’ is: ‘not safe or firm; anxious, not confident’ (Collins Gem Dictionary, Australian English). Another dictionary defines it as: ‘(1) anxious or afraid, not confident or certain; (2) not adequately protected’ (Collins Concise Dictionary Plus); while a third (The Macquarie Dictionary) suggests: ‘exposed to danger, unsafe; not firm or safe (insecure foundations); not free from fear, doubt, etc.’, and a fourth succinctly states: ‘unsafe, not firm’ (Concise Oxford Dictionary of Current English).
Economic insecurity is the state of being economically insecure. Based on the common elements in the above dictionary definitions, a definition of ‘economic insecurity’ which reflects the common usage meaning of the term ‘insecure’ might be: ‘the anxiety produced by a lack of economic safety, i.e. by an inability to obtain protection against subjectively significant potential economic losses’. This definition has the advantage of sticking fairly closely to the generic meaning of the term ‘insecure’. However, it also includes four elements which may be problematic in economics: first, the emotional state (anxiety) produced by anticipation of future hazards; second, a qualitative distinction between ‘safe’ and ‘unsafe’ states; third, a subjective estimation of the probability and cost of losses; and fourth the existence of constraints on the risk avoidance options available to individuals.

4.1 Implications of Anxiety and the Concept of ‘Safety’

Although economists do not often discuss ‘anxiety’, the term ‘disutility’ is somewhat more common. The two terms differ in that disutility is a more generic, less specific conception. The idea of disutility encompasses all sources of ‘negative satisfaction’, whether they arise from the actual present experience of unpleasant events or the present costs of the anticipation of future unpleasant events. Income risk arises when individuals receive incomes whose amount depends on uncertain future events. If individuals are risk averse, the disutility of income risk can in principle be measured as the difference between the expected value of an uncertain income stream and the certain income that would generate the same level of wellbeing. Appendix

25 There are 20 matches with ‘anxiety’, and 51 with ‘disutility’ in the 1980 to 1996 ECONLIT CD-ROM.

26 Osberg, Erksoy and Phipps (1998) demonstrate how a micro-simulation model can be used to calculate the utility cost of increased insecurity – if insecurity is defined as the loss in certainty equivalent income which arises when income streams become more uncertain, due to higher unemployment and reduced availability of unemployment insurance benefits, if individuals accurately assess future objective probabilities and if individuals evaluate outcomes purely by end state, with no ‘loss aversion’. The current discussion can be seen as a critique of both this paper and of Osberg (1995).
Two presents the standard economic argument on the utility loss of risk-averse individuals facing an uncertain future.

‘Anxiety’, however, is necessarily both forward-looking and a more subjective conception. As Riskind (1997) puts it: ‘The concept that perceived threat is a cognitive antecedent of anxiety is central in clinical psychology, personality psychology and social psychology’ (Riskind, 1997: 685). ‘Perceived threat’ is inherently subjective in nature, since an objective danger of which people are unaware produces no anxiety at all.

Moreover, an important dimension of anxiety is the patterned interaction between subjective assessments of risk and objective indicators of hazards. As Wells and Matthews (1996) put it: ‘It is well established that anxious individuals show bias in selective attention. They are prone to material whose content is threatening in preference to positive or neutral material’ (Wells and Matthews, 1996: 422). Riskind (1997) notes that movement or change is an important trigger for anxiety responses in many experimental situations and proposes a model of ‘looming vulnerability’ as a way of explaining both pathological and normal anxiety. He stresses the positive adaptive functions and species survival value of anxiety as a mobilisation response in a threat situation. As he puts it: ‘Looming vulnerability is … an important cognitive component of threat or danger that elicits anxiety, sensitises the individual to signs of movement and threat, biases cognitive processing, and makes the anxiety more persistent and less likely to habituate’ (Riskind, 1997: 685).

One can easily see how, in primeval times, once a danger had been recognised, some degree of heightened awareness and selective attention would have been very useful in threat situations. The anxiety response is likely to have been biologically advantageous during human evolution, and have therefore become part of normal human genetic programming.27 However, central to that response is a qualitative distinction between ‘threat’

---

27 Riskind notes that the distinction between pathological and normal anxiety levels is, in this framework, one of the relative degree of reality distortion in threat assessment, which is partly driven by the rigidity of ‘fear scripts’ based on trigger stimuli and maladaptive pessimistic interpretations of past events. See also Beck and Clark (1997).
and ‘no threat’ situations, and a degree of selective attention and heightened sensibility when a threat is perceived. In defining ‘insecurity’, it is therefore useful to draw a distinction between the disutility of unwanted risk and the anxiety produced by a lack of safety. This distinction highlights the subjective nature of insecurity, the possibility of a qualitative distinction between threat (unsafe) and no-threat (safe) situations and the probability of biases and exaggeration in subjective perceptions of hazards.

Furthermore, the distinction between disutility and anxiety may be important for understanding trends. Anxiety responses are triggered by changes, since ‘in general, the perceptual and nervous systems detect changes in things rather than static things’ (Riskind, 1997: 698). Known hazards, of an unchanging nature, may generate an objective probability of harm, but will not generate a corresponding degree of insecurity, if individuals become habituated to that risk. However, much of the economic change of the 1990s has taken the form of a greater exposure of individuals to market processes. Markets are always changing, and one of the intended outcomes of a transition to a more market driven economic system is the fact that constant attention to market movements has become more important, to more people. Constant change in the stimulus that produces anxiety implies that individuals are unlikely simply to become habituated to a new level of objective risk.

Also, as the saying goes, ‘once bitten, twice shy’: anxiety responses are more likely to be observed in individuals who have had a direct prior personal experience of a negative event. The accumulation of experiences with corporate downsizing, recessions, and so on, means that the stock of such individuals is a growing fraction of the population. As a result, over and above the influence of the structural labour market changes that have increased objective labour market risk (see Osberg 1995, 1998), there may be reason to believe that rising economic anxiety is a secular trend.

**Subjective Estimation of the Costs of Hazards**

Anxious individuals may perceive risks differently from non-anxious people, but even for the non-anxious, the ways in which humans actually process
cognitive risk information may be important for the distinction between risk and insecurity. Graduate texts in micro-economic theory typically devote considerable space to analysis of the problem of optimal rational choice among risky or uncertain alternatives. However, several texts (e.g. Kreps, 1990) draw a clear distinction between the study of rational choice as a prescriptive exercise that may help to improve decision making or as a descriptive exercise that models how people actually behave.

As Kreps (1990: 112) notes, the predominant approach in economics is to model the problem of rational choice as the maximisation of expected utility, and to weight the utility to be derived from any future outcome by the probability of that outcome occurring. In maximisation of expected utility, subjective assessments of probabilities are assumed not to diverge systematically from objective probabilities and small changes in probabilities are assumed to receive the weight that such changes mathematically deserve. If all this were empirically true, there would be no obvious meaning to be ascribed to such qualitative terms as ‘safe’ (other than as an approximation to a very low probability of occurrence) and no behavioural implication would be expected from very small changes in probability.

However, all major micro-theory texts acknowledge that there are significant problems with this approach as an empirical prediction of how people actually behave. Actual behaviour in the presence of risk is influenced by how people form estimates of the probability of future events, how they evaluate probabilities and how they evaluate the costs of possible losses and the benefits of possible gains.\(^{28}\)

---

\(^{28}\) Kreps (1990) notes that in the standard model ‘Individuals are assumed to understand to an amazing extent the environment within which they act, and it is assumed they can perform fantastic calculations to find their own best course of actions at no cost and taking no time. This is, of course, ridiculous. Faced with complexity, individuals resort to rules of thumb, to “back of the envelope” calculations, to satisficing behavior (taking the first satisfactory alternative that arises) and the like. It seems patent that such limitedly rational behavior would, when placed in a complex economic context, have important implications’ (Kreps, 199:119).
In thinking about the personal decisions of individuals, it seems too narrow a definition to restrict the term risk to include only those decisions for which objective probabilities are available, because that is relatively rare. Although a process that is designed to be random (like a lottery draw) will have ‘objective’ probabilities of outcomes, large sample information on other processes (like heart disease or layoff or an accident while driving home) is fundamentally different. The objective probability of such outcomes is really the average incidence in a defined sub-population. In reporting the influence of variables, such as age or weight, on the probability of occurrence of an event, statisticians ignore the details of individual cases.

However, in each person’s own life, many details are known, even if their degree of influence on outcomes is not. In personal decisions, there is no escaping the small sample problem, or the problems of limited information and constrained information processing capacity. We never get to do repeated samplings from the probability distribution of future events and thereby assess the objective probability distribution of outcomes. Instead, we all know that the uniqueness of our own characteristics and our own particular combination of circumstances means that large sample information from the population at large is only partially applicable to our own case.

Hence, the problem of how to form subjective estimates (which can never fully be checked against an objective probability distribution) is inescapable. There is considerable evidence that people use predictable heuristic devices to help solve this problem of probability estimation. Even for the statistically sophisticated, these heuristics diverge in predictable ways from a ‘rational’ Bayesian approach. In forming estimates of the probability of events, people tend to be insensitive to prior probabilities, to sample size information, and to the predictability of events. Subjective estimates are often influenced by such misconceptions of chance processes as expecting heads after a run of tails in tossing a coin, and people tend to ‘anchor’ probabilities in such initial estimates as equal probability. As well, subjective probability estimates are heavily influenced by the availability of illustrative instances and the imaginability of possible outcomes. (For further discussion, see Tversky and Kahneman, 1974; and Kahneman, Slovic and Tversky, 1982).
Once a subjective probability estimate has been formed, how is that information processed? A large body of empirical research has presented experimental subjects with stated probabilities of events and has demonstrated the prevalence of ‘irrational’ choices when individuals are faced with very small probabilities, with probabilities of uncertain magnitude and with choices that are ‘framed’ in different ways. In estimating probabilities, the evidence is that ‘individuals rescale probabilities, with more weight (proportionately) given to small probability events’ (Kreps, 1990: 116). These experiments are quite distinct from the literature on anxiety, or that on the formation of subjective probabilities, since they typically take the form of volunteer subjects choosing between alternative prospects of gain, with defined probabilities, i.e. there is no uncertainty and no prospect of unwanted negative outcomes.

The formation and processing of probability estimates are two separable issues, and the evaluation of outcomes is a third issue. In a long series of papers, Tversky and Kahneman have argued that:

… the outcomes of risky prospects are evaluated by a value function that has three essential characteristics. **Reference Dependence:** the carriers of value are gains and losses defined relative to a reference point. **Loss Aversion:** the function is steeper in the negative than in the positive domain; losses loom larger than corresponding gains. **Diminishing Sensitivity:** the marginal value of both gains and losses decreases with their size. (Tversky and Kahneman, 1991: 1039)

They justify these propositions by citing a great deal of experimental evidence designed to distinguish between loss aversion in outcomes and the

---

29 ‘Framing’ – whether a nuclear power plant is portrayed as having a 99.9 per cent chance of safety or a 0.10 per cent chance of meltdown – has been shown to be crucial in many contexts. See also Kreps’ discussion of the Allais and Ellsberg paradoxes (1990: 112-120) or the discussion by Slovic, Griffin and Tversky (1990) of the importance of compatibility and framing in perception.
conceptually distinct issues of risk aversion and the estimation and processing of probabilities. They argue:

The value function appropriately reflects three basic facts: organisms habituate to steady states, the marginal response to change is diminishing and pain is more urgent than pleasure. The asymmetry of pain and pleasure is the ultimate justification of loss aversion in choice. Because of this asymmetry a decision maker who seeks to maximize the experienced utility of outcomes is well advised to assign greater weight to negative than to positive consequences. (Tversky and Kahneman, 1991: 1057)

All these issues - how people form subjective estimates of probabilities, how they process probability information and how they evaluate losses - interact in their implications for a conception of individual economic insecurity, and how it might differ from risk. Losses appear to matter more than gains and objectively small probabilities of vivid losses can matter disproportionately. Furthermore, in the real world the inability of individuals to deal ‘rationally’ with very small probabilities of loss and the prevalence of anxiety responses often occur simultaneously.

One way to appreciate the importance of these issues is to consider a specific case - such as the public furore over Creutzfeldt-Jakob (‘mad cow’) disease in the mid-1990s. The assertion that there was a possible link between the occurrence of Creutzfeldt-Jakob disease in humans and feeding practices in the UK beef industry had major implications. It produced a dramatic loss in markets for UK beef, provoked a major international row between the UK and its European Community partners, and eventually forced the slaughter of some 200 000 animals. Somewhat lost in all the anxiety was the fact that

30 Tversky and Kahneman (1991:1054) suggest that in practice losses have about twice the utility impact of gains, in both risky and riskless choices.

31 In the popular press there are a continuing series of newspaper articles such as Cooke (1998), which ‘charts the terrifying path of a killer disease’.
the disease in question has an underlying incidence in the population of less than one in a million (0.83 per million in the US, between 1986 and 1988). The suspect cases identified comprised, at most, six per cent of confirmed cases between 1990 and 1996 (see Cousens et al., 1997). Hence, the change in probability of infection was of the order of one in 20 million (if indeed there was any link at all between the disease and cattle feeding practices). Most dispassionate calculations of expected utility would assess a change in probability of one in twenty million as not worth worrying about. However, in practice there seems to be a qualitative difference in the way in which people respond to a situation in which there is ‘no risk at all’ (i.e. a ‘safe’ situation) and the way they respond to a situation in which the risk is ‘very small’.

If one puts the literature on anxiety and perception together with the literature on choice under uncertainty, several themes emerge. There appears to be a discontinuity in the size of the benefits people ascribe to being ‘safe’, (i.e. a subjective estimate of zero probability of a hazard) compared to the benefits that they ascribe to being ‘pretty safe’, (i.e. a subjective estimate of a ‘very

32 There was (and is) no direct evidence of the link between animal feeding practices and the disease in humans. The evidence for the existence of a link is a presumed excess numbers of cases (seven) identified as ‘occurring in groups with potential occupational exposure’ between 1990 and 1996 in the UK. However, the inability to define clearly the at-risk occupational population, or control adequately for its age composition, makes this evidence rather problematic (see Cousens et al., 1997, and associated articles in the same issue of the British Medical Journal).

33 Presumably, ‘safety’ in economic life corresponds to an underlying risk probability that is considerably higher than the risk involved in medical issues such as ‘mad cow’ disease, probably because economic risks do not have the same gruesome nature. The idea of an undetectable virus that is boring holes in the brain, with inevitably fatal (but slow) results, has an emotional impact that economic losses cannot quite match.

The importance of vividness of outcome, in swamping the influence on attitudes of probability of outcome can be illustrated by informal polling on ‘mad cow’ disease. In a number of conversations with professional economists (who are presumably a statistically sophisticated lot) I have yet to find anyone who had the foggiest notion of the marginal impact on probability of mortality from Creutzfeld-Jakob disease of eating beef, yet virtually all could remember clearly the TV film clips of staggering cows afflicted with the disease and most admitted to increased beef aversion.
small’ probability). There also appears to be a tendency for people to overestimate the objective prevalence of small probabilities. The way in which risks are framed influences the assessment of probabilities, and the salience of vivid, imaginable risks is often greater than proportional to their probability. People tend to overestimate the probability of risk of events they have personally experienced. The bottom line is that ‘insecurity’ differs in predictable ways from ‘risk assessment’.

**Constrained Ability to Avoid Risk**

If people are, or feel, ‘unsafe’, it must be because they either did not have the option of safety or they did not choose to exercise that option. Anxiety about a lack of safety (i.e. insecurity) has an easy solution if a threat avoidance option is available. Since a number of different strategies are available to individuals as ways of avoiding economic risk, the insecure must be those for whom none of these alternatives were available. The problem in empirically demonstrating the prevalence of economic insecurity is, therefore, not just the problem of demonstrating that a particular constraint on risk avoidance exists, but also the problem of showing that no substitute risk avoidance strategy was practical.

Furthermore, it may not be enough to examine specific risks in isolation, since one possible strategy for avoiding aggregate risk is to assume the risk of a negatively correlated outcome. For example, investors in the stock market may have the choice of buying shares in companies which will do well if oil prices rise or shares in firms which will do well if oil prices fall. If one considers each stock in isolation, the investor will be seen as incurring a risk of gain or loss, depending on oil price movements, but their aggregate portfolio risk will depend on the balance of their holdings, over both types of shares.

Individuals who are concerned about the risk of a personal ‘loss of livelihood’ cannot purchase an asset whose return is negatively correlated with the return on their own human capital. Nevertheless, at any point in time, one can think of any individual as having a portfolio of risk avoidance options against the possibility of significant economic loss, and a
corresponding environment of potential risks. Individuals can reduce their risk exposure by individual actions taken in economic markets, by reliance on the public sector or on non-market mechanisms and by taking part in collective actions to affect the probability and costs of hazards. These alternative strategies differ in social and private costs, and differ in degree of effectiveness in avoiding risk, but they also act as partial substitutes in producing an overall level of economic security or insecurity.

Insurance markets enable individuals to purchase compensation for part of the costs associated with specific, named hazards (such as car theft, or house fire), but such contracts are only available for a subset of economic risks. Furthermore, the necessity of covering administration costs and profit margins, plus the prevalence of imperfect competition, mean that insurance premiums are less than actuarially fair. In some cases, insurance coverage may not be available.

Although the young have not yet had the opportunity to make many savings decisions, and the poor never do get the chance, older and more affluent individuals do make choices about asset accumulation. For those individuals, rising economic insecurity increases the incentive to save, and to increase the percentage of assets held in fairly liquid forms. The ‘precautionary motive’ for savings offers a general source of security, whose efficiency in offsetting the impact of income fluctuations depends on the liquidity of assets held.34

The possession of insurance policies, and/or the possession of wealth, are private strategies which are intended to ensure that whatever states of nature actually occur, the individual will not be too badly off. However, asset accumulation strategies are inherently unavailable to the poor and the young, and private insurance against the risk of loss of livelihood is in practice limited to disability insurance on expensive and partial terms. Asset accumulation strategies can also only cope with a limited run of bad luck

---

34 Gollier (1994) presents a formal model. Browning (1994) has also recently pointed to the potential importance of the ‘internal capital market’ of households, in the sense that short run fluctuations in cash income can sometimes be partially accommodated by the deferral of consumer durable purchases.
before assets are exhausted. Since job loss implies (among other things) that an individual must start over in a new job, without any seniority, there is a heightened risk of subsequent job loss (at a time when savings will have been depleted). ‘Bad luck’ in the labour market is therefore quite likely to come in runs, and only a very limited segment of the population can accumulate enough assets to forestall economic insecurity. Furthermore, it must always be remembered that the level of economic security available through private savings and insurance depends crucially on the credibility of the promises that banks and insurance companies will honour their commitments. In an atmosphere of financial crisis (e.g. East Asia, 1998), dependence on the private sector may not offer much security.

However, individuals can also attempt to influence the probability of future personal events by their current decisions. Workers may be influenced in their labour market decisions by a perception that some strategies of human capital investment, choices of occupation or location, or decisions about employers or jobs, come with differing risks of future unemployment, workplace injury or other hazards. Investors presumably weigh risk and reward in their portfolio decisions. All these decisions are taken in formal economic markets, but their risk avoidance dimension ranges from the explicit nature of insurance contracts, to the general security of asset accumulation and the implicit protections of relatively safe market choices.

Security comes from the perception that attractive (or at least tolerable) options will be available, whatever happens. A fire insurance policy offers the security of the insurance company’s promise that the house will be replaced, should it burn. Adequate social assistance and social insurance programs offer the security of a legal right to social transfers, in the event of personal economic misfortune. Those people who can be sure of the availability of a network of social support through the family can depend on their relatives for support. Over and above the roles played by formal economic markets in determining the level of risk exposure of individuals,

35 Osberg, Erksoy and Phipps (1998) note that relatively few Canadians have enough liquid assets to last out a typical spell of unemployment at a poverty line level of consumption, without any income transfers.
the social institution of the family and the social programs of the welfare state pool risk among individuals.

However, insecurity is about possible future events and their outcomes, and the security offered by the family and by the welfare state is fundamentally different. The welfare state pools risk among all individuals and establishes a set of formal procedures by which individuals can claim assistance as their legal right, if specific contingencies should arise. Families pool risk among a much smaller number of individuals, whose fortunes are likely to be much more highly correlated than the fortunes of the population as a whole. Furthermore, family obligations of mutual assistance are not legally enforceable. The option of begging from one’s richer relatives may come with much accompanying humiliation, like the necessity of admitting past errors, and may not always be successful, since relatives can always disown their liability. In generalised recessions, when times are tough all over and no member of the extended family has the surplus to be able to offer assistance, family ties may break under the stress of excess demands. Hence, the economic security of family ties is in practice not a substitute for the protections of the welfare state.

The implications of risky events, and the insecurity they produce, are also partly determined by the social obligations of individuals. The economic insecurity felt by parents is, for example, only partly due to their anxiety about their personal futures, as compared to their worries about the fate of their dependent children. Hence, adding it all together, the impact of changes in a given dimension of security can be very different, for individuals in differing contexts.

A specific example may help to make the general point. An increase in job insecurity (such as the announcement of the possibility of a plant closure) may have a very different impact on the overall sense of economic insecurity

36 In June 1998, press reports from South Korea noted ‘a growing number of cases (of children abandoned in orphanages) across South Korea this year. Rising unemployment and the resulting financial stress on low-income families is creating a social phenomenon of recession orphans’ (Sydney Morning Herald, 20 June, 1998: 1).
of different workers, depending on their personal context. A middle-aged worker with a large mortgage, dependent children and no other source of family income is likely to feel far more anxiety than an older worker with a mortgage free house, grown up children, an early pension option and an employed spouse. Overall, economic insecurity represents the combined influence of market constraints and personal choices, in both social and economic spheres, and the impact of each depends heavily on their context.

Bearing in mind the substitutability of risk avoidance strategies and their varying relevance over the life course, the ‘null hypothesis’ for research on economic insecurity is the proposition that it does not really exist: that the number of economically insecure people is so few that economic insecurity is not worth worrying about. Those who believe that market processes operate, nearly always, to enable all possible mutually advantageous trades to occur tend to disbelieve that the widespread existence of constraints on the options available to individuals, and constraints on choices are central to economic insecurity.

The voluntary or involuntary nature of unemployment is particularly important to perceptions of economic insecurity. It is hard to imagine that economic insecurity could be widespread if every individual’s asset of labour power could at any time be used to produce a decent income. If wages were always sufficiently high to enable an adequate standard of living and if work was always available, individuals would always have a labour market option. If unemployment were entirely voluntary, presumably its occurrence would evoke no anxiety. Although there is an empirical econometric literature demonstrating that job availability is crucial in determining unemployment (see, for example, Osberg and Phipps, 1993), economic theorists sometimes make the assumption that unemployment is determined by voluntary labour/leisure choice, or by the individual’s choice of reservation wage. If this were really the case, a marginal change in labour/leisure choice or reservation wage would be an easily available solution to any unemployed individual’s shortage of cash.

Alternatively, if insurance markets were complete and competitive, individuals could purchase protection against any defined risk that they
thought was significant, at actuarially fair prices. If capital markets were perfect, individuals could borrow or lend, at a constant interest rate, to smooth consumption over any fluctuations in income.

Even if labour markets had only voluntary unemployment, insurance markets were complete and capital markets were perfect, risk analysis would still be an important element in optimal decision making. In deciding which type of insurance to purchase, or which job offer to accept, it would make sense to calculate the odds of adverse outcomes. However, the concept of economic insecurity would lose its meaning, since there would be no reason to feel anxious about any particular future economic event. For people outside economics, these assumptions may seem so wide of reality as to be incredible. However, since these assumptions are convenient, theoretical economists often make them, and this may tend to produce a ‘trained incapacity to perceive’ economic insecurity, at least among economists.

5 The Measurement of Aggregate Insecurity

Governments have spent a great deal of resources, over the years, in attempting to reduce the aggregate level of insecurity in society, and it would be useful to know if they have succeeded. It would be useful to be able to measure trends over time in aggregate insecurity, and to be able to compare the level of insecurity among different groups in the population. However, if the insecurity of individuals depends on their subjective perception of anxiety, how is it possible to aggregate the level of insecurity felt by individuals into a measure of societal insecurity?

This sort of problem is familiar to economists who have attempted to aggregate the utility of individuals into a measure of social welfare. The predominant approach in economics is to think of the utility of individuals as a subjective concept, measurable only up to an ordinal transformation. Although in principle one can argue that an ethically defensible social welfare function should conform to a set of axiomatic ethical properties, actual measurement of social welfare requires some specification of the underlying utility functions of individuals. Since most economists have been
hesitant to suggest that they know the cardinal utility functions of all individuals in society, they have tended to restrict themselves to a more manageable problem: measurement of the material determinants of individual utility, rather than measurement of utility itself.

With respect to aggregate insecurity, the same strategy seems appropriate. It may not be possible to measure ‘insecurity’ objectively, but it is possible to measure the risks which produce a sense of insecurity. The issue is to measure ‘risk’ in a way that is informative of ‘insecurity’.37 If insecurity differs in predictable ways from risk, then those differences can be used to specify an appropriate measure of risk.

In order to measure risk in a way that is informative about insecurity, it would seem desirable to:

(1) measure the risk of significant loss (not the probability of gain);
(2) assign an explicit value to safety;
(3) rescale objectively small probabilities to reflect their subjective salience; and
(4) assign more than proportionate weight to small probabilities of vivid, disastrous events.

These four issues are now discussed in turn.

(1) It may seem ‘common sense’ that the prospect of an uncertain gain does not create anxiety, and that feelings of insecurity are only produced by

37 Public opinion polling can also provide useful information on subjective perceptions of insecurity; indeed, this essay has already referred to the polling results of EKOS in Canada in the 1990s. However, although polls can probe respondents’ feelings and anxieties, their results are inevitably dependent on the precise wording of the questionnaire and it can be difficult to compare estimates of insecurity across instruments. Furthermore, although polls can yield useful data on the prevalence of a response (e.g. yes/no to questions on whether feelings of anxiety exist), there is no natural metric for the intensity of response (e.g. very/somewhat/slightly anxious) which can enable the aggregation of intensity.
downside risk. However, in standard analyses of the risk of outcomes of differing value, it is entirely arbitrary whether the issue is framed as the prospect of a gain, compared to the worst possible outcome, or the prospect of a loss, compared to the best possible outcome. In order to define the issue of insecurity as the risk of significant loss, one must be willing to specify some methodology for establishing the reference point of individuals. In addition, one must be willing to distinguish between inconsequential losses and losses of ‘significant’ size.

The work of Kahneman and Tversky (1979) and Kahneman, Slovic and Tversky (1982) is particularly important in identifying the different subjective valuations that individuals assign to losses, compared to gains. If feelings of insecurity are driven by the likelihood of a negative outcome, then one-tailed statistics (such as the percentage of the population experiencing a loss in income, or the average size of an income loss) are to be preferred. If insecurity and risk are different concepts, the measurement of insecurity should differ from the measurement of risk. Two-tailed statistics (such as the coefficient of variation of outcomes) are appropriate for the analysis of risk, but not for the measurement of insecurity. The issue of how to define the reference point for assessment of ‘loss’ also becomes particularly important.

(2) If individuals experience a ‘no-threat’ situation as qualitatively different from a threatening situation, then a feeling of ‘safety’ has a value. Safety can be interpreted as a subjective expectation that the probability of a seriously adverse event is approximately zero (which of course raises the issue of the degree of approximation).

Since safety is a dichotomous attribute, polling evidence on the percentage of the population who see themselves as safe in various dimensions of their lives can be directly used as a component of a measure of societal insecurity.

(3) If, once a probability of danger has passed a threshold of perception, people in fact act as if they have scaled upward small probabilities of danger, then measures of ‘insecurity’ should reflect this systematic tendency to overestimate small probabilities. This, of course, creates the difficulty that the act of cataloguing risks may, in itself, increase the perception of risk and
increase economic insecurity. The chance of any risky event can always be expressed as the sum of the probabilities of conditional events; but in inviting individuals to think separately about the chances of each possible conditional probability, the result is likely to be an increase in anxiety.

For example, the probability of being dismissed from one’s job is, logically speaking, the sum of the probabilities of being dismissed for all possible reasons. The list of all possible reasons for dismissal includes: because an error in the computer system falsely identifies you as embezzling funds; because you are falsely accused of sexual misconduct; because your immediate superior is replaced and the new boss hates you; because you suffer an incapacitating illness (a possibility that can logically be further decomposed into the list of all possible incapacitating illnesses), and there are many more. Relatively few people would escape some increase in anxiety as they contemplate the list of all possible reasons for their dismissal, and calculate the conditional probability of each.\textsuperscript{38} Although standard micro-economic theory assumes that humans have available the costless computational capacity to disaggregate risks in a logically consistent way, there are in fact considerable costs to trying to do so. Since the act of naming a hazard may tend to increase its subjective weight, the framing of risks is highly important.

Some general risks have an ongoing, and fairly obvious, importance in individual’s lives – in particular, the risks which the UN Universal Declaration of Human Rights enumerates of loss of livelihood in the event of unemployment, sickness, disability, widowhood, old age or other circumstances beyond an individual’s control. However, other risks may be more problematic.

(4) When people think of threats to their well-being, many tend to think qualitatively. This way of thinking is reasonable, if there are some discrete

\textsuperscript{38} In fact, we typically refer to people who routinely catalogue all the possible ways that things could turn out badly as being ‘neurotic’, or even ‘paranoid’ – terms which cannot easily be fitted into the standard discourse of rational utility maximisation.
outcomes (such as residence in a particular neighbourhood, possession of an automobile) that delineate major differences in lifestyle and well-being. Correspondingly, one way of framing the issue of risk is to draw a distinction between threats of different sizes. One might, for example, think of a loss as being ‘a big hit’, ‘major’ or ‘a catastrophe’. As an example, one might distinguish between such events as: the destruction by fire of one’s uninsured house or car; or the loss of one’s house and one’s employment as a professional and the beginning of a new life as a taxi driver; or the loss of all financial and material assets and all employment prospects. One might call a loss that is manageable within one’s current lifestyle a ‘big hit’. Such an event is certainly disagreeable, but is typically thought of as differing qualitatively from a ‘major loss’, i.e. an event that would force a substantial change in lifestyle. The possibility of a ‘catastrophe’ – a loss that is so large as to produce destitution – can have an impact on anxiety levels that is of a different order of magnitude again.

In thinking of the gains and losses from risky events, economists have typically followed Marshall’s dictum that ‘Nature does not make jumps’ and have preferred to think of utility as a continuous function of income. It is also common for economists to assume a concave utility function, which implies that large losses will have an impact on utility that is more than proportionate to the size of the loss. The concavity of the utility function can take us part of the way in appreciating the impact of major losses, but the common denominator of lifestyle changes is the existence of substantial transactions costs of change. If these transactions costs are included as part of the loss, a

---

39 Tversky and Kahneman (1991) argue for a concept of ‘diminishing sensitivity’ to losses, which implies a convex utility function, in the immediate neighbourhood of the status quo. Diminishing sensitivity may be the way to analyse smaller and larger losses within a given lifestyle, or a given experimental situation. However, losses that are large enough to produce major lifestyle changes (and their substantial associated utility costs) are better analysed in the traditional framework of a concave utility function, and risk aversion.

40 The transaction costs of a forced sale of housing are quantifiable, but the costs of a substantial redefinition of occupational identity and social status (as in the professor/taxi driver example) are less easy to establish. Certainly life would still go on, but major occupational changes typically require a significant period of adjustment.
sufficiently concave utility function may well capture the utility cost of a ‘major loss’ (although it is in practice not easy to capture the psychological impact of an event such as forced change in lifestyle).

Finally, in considering the sense of insecurity that the possibility of catastrophic loss produces, the vividness of an extreme outcome may well (as in the mad cow disease case) dominate the actual probability of the event. Homelessness, and the probability of total destitution, may provide an example. Most Australians and Canadians probably have some access to familial social support that they could draw on, if they had to, and most could access social assistance; objectively, their probability of actually ending up homeless is rather low. However, the daily sight of homeless people on the streets serves as a vivid reminder that this outcome is possible, hence the chance of being totally destitute may have a salience that reinforces a general sense of economic insecurity.41

From a policy perspective, the disproportionate weight which vivid, small probability events can play in forming perceptions of economic insecurity implies there may be a disproportionately large public benefit from eliminating a risk such as homelessness.42

41 Note that the growing number of millionaires (also a low probability event) has little impact on feelings of ‘insecurity’ which are driven by downside risk. As well, it is probably asking too much of economic theory to ask it to model the insecurity which surrounds the chance of total destitution in terms of the expected utility and the objective probability of being ‘on the street’. Technically, ‘standard’ utility functions, which are otherwise quite reasonable, (e.g. the Stone-Geary) can be very hard to interpret when income approaches zero. More philosophically, authors such as Blackorby, Bossert and Donaldson (1997) have discussed the idea that a basic level of capabilities or functionings are necessary for a minimally decent life. If people at the margin of physical survival are, in a very real sense, robbed of their humanity, it is very problematic to calculate their utility level, much less the expected value of that utility level.

42 In addition, homelessness may create anxieties among the middle classes about violent or aberrant street behaviour.
6 Summary and Conclusions

One theme emerging from the above discussion is that the question of measuring economic insecurity could be turned around. It may sometimes be simpler to discuss the converse problem: the measurement of economic safety.

A second theme has been the subjective nature of anxiety and the formation of subjective expectations. There may therefore be a larger role for attitudinal survey evidence in the measurement of economic insecurity than is normally common in economics.

A third theme has been the continuing importance of some core dimensions of economic security. The risk of loss of livelihood in circumstances beyond one’s control is strongly influenced by the same factors (unemployment, old age, health, widowhood/divorce). Hence, tracking the economic risks associated with these events over time seems to be crucial to understanding trends in economic insecurity.

In the background, there is also the question: ‘Why do we want to measure economic insecurity anyway?’ This essay has identified a number of reasons why economic insecurity might be important, and the best way in which to measure economic insecurity may be partly determined by how we want to use the results. Since the underlying purpose of measurement may vary, and the concept of economic insecurity is complex, it is probably desirable to aim at multiple indicators of the extent of economic insecurity. Furthermore, since anxiety as a subjective response to perceived risk is influenced by the objective prevalence of risky events, it would seem natural to examine both subjective and objective indicators.

Surveys of public opinion have gathered two different types of subjective data on economic insecurity: first, responses to questions eliciting the respondent’s level of anxiety or insecurity (e.g. EKOS, 1996); secondly, subjective estimates of the probability of adverse events such as those of Dominitz and Manski (1997), who queried respondents on their estimate of the probability they would be unemployed, or lose health insurance coverage,
within the next 12 months. Both types of information can, if carefully used, be interesting.

There are advantages to a straightforward question like: ‘All things considered, do you now feel economically secure?’ or ‘Do you now feel (more/less/the same) economically safe than you felt a year ago?’ This sort of question asks the respondent to do the implicit aggregation over sources of risk and possibilities for risk avoidance, according to their own estimates of costs and probabilities. A direct question can be used to assess the prevalence of a general mood of insecurity, and trends in that mood. The problem is that one cannot easily assess the intensity of such a mood, and the existence of a mood offers no direct guidance as to what to do about it.

A second type of subjective question asks respondents to identify the sources of their economic anxieties. One example is the question: ‘What is your biggest economic worry?’. Alternatively, people can be asked to mention their nightmares: ‘Economically, what is the worst thing that could happen to you? How likely is that to happen?’ (very likely/somewhat likely/ somewhat unlikely/very unlikely). The advantage of this class of questions is the lack of prompting, since the researcher is not imposing the categories or causes of insecurity on the respondent. Also, since respondents volunteer their areas of anxiety, emerging sources of anxiety can be tracked. If survey evidence indicates the sudden emergence of an area of concern, the specificity of responses may make it more feasible to identify a possible cause or a potential policy response. However, although prevalence data can be compared over time, the aggregation of intensity remains problematic.

Dominitz and Manski (1997) provide an example of a third approach, which tries to measure economic insecurity through responses to questions eliciting subjective probabilities of specific adverse events. In their survey, respondents were asked to estimate the probability of absence of health insurance, job loss or victimisation by burglary within the next year. One of their more important findings is that respondents are willing to describe their expectations in probabilistic terms and they appear to do so in a meaningful way. Although respondents substantially over-predicted the risk of burglary,
the expectations and the realisations of job loss and of health insurance coverage tended to match up closely.

The problem with this approach is that it relies on the researcher’s ability to identify accurately the key events which cause economic insecurity, and ignores any possible risk avoidance options. However, the finding of a close correspondence between realisation percentages and subjective probability estimates (at least for some classes of risk) implies that one can sometimes use the former to predict the latter. One therefore has some grounds for using objective data on the prevalence of outcomes as a predictor of subjective insecurity. Until a better alternative is found, Appendix One can provide an approximation to some key trends in economic insecurity.

Section 2 of this essay began by asking why economic insecurity might matter. Three general reasons were suggested: because governments spend a great deal of money every year to reduce economic insecurity, because people care about economic insecurity and because some of the behaviours which insecurity produces may be socially dysfunctional. Section 3 then presented data on trends in the economic risks associated with unemployment, sickness, old age and widowhood in order to make the point that, with the exception of the risk of poverty in old age, the economic risks Canadians face have increased over time.

Economic insecurity is a subject that economists have tended to ignore, while risk is an issue which has been much studied. For that reason, Section 4 of this essay discussed the ways in which economic insecurity differs from economic risk. The conclusion was that economic insecurity differs systematically from economic risk, and that measures of insecurity should reflect those differences.

Section 5 then discussed measurement strategies. As an approximation to the objective trends which underlie subjective attitudes, the simple calculations in the appendices of this paper highlight some key dimensions of economic insecurity, which are consistent with a trend to increased insecurity in the Canadian population of working age. Much remains to be done in improving the measurement of economic insecurity, but the data which are available
indicate that economic insecurity is important to individuals and has deteriorated in recent years. The underlying purpose of this essay has been to argue that economic insecurity is an important part of economic well-being, and that it is time for economic insecurity to return to the economic policy agenda.
Appendix One: Recent Trends in Risks Associated with Unemployment, Sickness, Widowhood and Old Age in Canada

Figure A1.1: Overall Economic Security Index Chart

Source: Osberg and Sharpe (1998)
Appendix Two: The Cost of Risk

Figure A2.1 outlines the position of a risk averse individual (decreasing marginal utility of income) who faces some risk of income loss. It contrasts the situation of the individual in two unemployment insurance regimes - Regime A (high benefit/high premium) and Regime B (low benefit/low premium), which are represented by aa’ and bb’ respectively. If the individual remains fully employed, a net income of $Y_b$ is received, when the low benefit unemployment insurance scheme is in operation. However, since greater generosity of unemployment insurance benefits requires higher unemployment insurance premiums, $Y_a$ is the individual’s income in the absence of unemployment when the more generous UI scheme is in operation. If the individual experiences unemployment, total income from labour earnings and unemployment insurance benefits is $Y_a$ if the more generous UI scheme is in operation, and $Y_b$ under the less generous UI regime.

Figure A2.1: The Risk of Income Loss to a Risk Averse Individual
The expected income of each individual is determined by their relative probability and duration of unemployment. In Figure A2.1, \( Y_\infty \) is the expected income under regime A, where point \( \infty \) is defined by \([\alpha a'/aa' = \text{probability of unemployment}]\). Similarly, \( Y_b \) is the expected value of income in the less generous UI regime, and \( \beta b'/bb' = \text{probability of unemployment under regime B} \). Usually, \( \beta b'/bb' \neq \alpha a'/aa' \). The duration of unemployment (which, together with the level of UI benefits, determines \( Y_a \) and \( Y_b \)) is also unlikely to be the same in different UI regimes. Although it is these changes in the probability and duration of unemployment that are the focus of much of the literature on UI, one can argue that the focus should be the impact of UI on economic well-being \((U_A - U_B)\).

There is no reason to believe that the probability or duration of unemployment is the same under different unemployment insurance regimes; indeed, the large literature on UI is mostly about the possible impacts of the implicit incentives of unemployment insurance on the probability and duration of unemployment (see, for example, Atkinson and Micklewright, 1991). The simulation model of Osberg, Erskoy and Phipps (1998) is built up from a series of estimated behavioural equations which embody the response of individuals to changes in the specific parameters of unemployment insurance in Canada; hence changes in UI regimes affect the probability and duration of unemployment.

Given these behavioural responses of individuals to changes in unemployment insurance, the relative probability of unemployment corresponding to each unemployment insurance scheme implies that the expected value of income under the less generous unemployment insurance scheme is \( Y_\beta \) and under the more generous scheme is \( Y_\infty \). The levels of utility associated with these uncertain income streams are graphed on the vertical axis as \( U_A \) and \( U_B \).

One can define ‘certainty equivalent income’ as that certain income which would generate, for risk averse individuals, the same level of utility as they would get from an uncertain lottery with higher expected value. In Figure A2.1, \( Y_1 \) is the certainty equivalent income which produces the same level of utility as the expected value of income \((Y_\infty)\) which the individual would
receive under the more generous unemployment insurance scheme. In Figure A2.1, $Y_{\infty} - Y_1$ represents the risk premium: the amount which the individual would be willing to pay to rid themselves entirely of the income risk of unemployment (i.e. receive a certain income rather than the uncertain prospect of income $Y_a^-$ if no unemployment and $Y_a$ if unemployed). Similarly, $Y_2$ is the certain income which would generate the utility level $U_B$, the same level of utility as generated by the uncertain prospect of $Y_b^-$ if not unemployed and $Y_b$ if unemployed under the less generous UI scheme. The change in utility associated with the change in unemployment insurance regimes is $U_A - U_B$ and the money equivalent of that loss in utility (the change in certainty equivalent income) is $Y_1 - Y_2$.

Note that the change in certainty equivalent income arises from changes in both the expected value and the riskyness of income flows. Both the expected value and the riskyness of income flows are influenced by the labour market environment, public policy and the individual’s behavioural response to each. One should not measure the impact of changes in unemployment insurance legislation on the distribution of income solely by calculation of changes in the expected value of income. In Figure A2.1, shifting from a more generous to a less generous unemployment insurance scheme increases the expected value of income (from $Y_\alpha$ to $Y_\beta$). However, the decrease in income security which this entails produces a decrease in net utility (from $U_A$ to $U_B$), the income value of which is given by $Y_1 - Y_2$.43

The contrast in Figure A2.1 between social insurance revisions which produce a gain in expected income and a loss in certainty equivalent income deserves some emphasis.

43 Similarly, a legislative change which deprived individuals of protection against financial loss due to home burglary by prohibiting the sale of such insurance could be expected to eliminate fraudulent theft claims and decrease the actual incidence of home burglary (as individuals purchased burglar alarms, etc. to decrease the risk of burglary). Outlawing such insurance coverage would also increase the net cash income of individuals, in aggregate (since premiums paid to burglary insurers exceed claims paid out by the amount of administration expenses and industry profits) but such a change would decrease the utility of all those who previously purchased insurance. (Figure A2.1 is really a generic diagram of the implications, in general, of higher or lower levels of insurance coverage.)
Appendix Three: The Welfare Implications of Risk and Insecurity

To fix ideas on the relationship between the distribution of risk and the level of insecurity, consider the example of a firm which faces an exogenous risk, with probability $\alpha$ that there will be a downturn in demand and it will have to layoff some fraction $\beta$ of its workforce. Assume that all workers receive the same pay while employed (a wage rate $w$). Two methods of allocating the layoffs are considered: [1] random assignment: which implies that every worker faces a probability of layoff of $\alpha \beta$; or [2] layoff by seniority: which implies that the $\beta$ most recently hired workers face a layoff probability of $\alpha$ (i.e. a certain layoff, if any layoffs are needed, and every one else has zero chance of layoff).

Which method of allocating layoffs – by seniority or randomly – produces more economic insecurity? If we assign a value to economic safety, then economic insecurity will be least when layoff is by seniority, since the percentage of the population that does not have to worry at all about layoff is then $(1-\alpha)$. In the random layoff scenario, everyone is insecure, to some degree.

As Atkinson (1970) has argued, one should measure inequality in a way that is consistent with an ethically defensible social welfare function, and it seems reasonable to ask the same of a measure of economic insecurity. What is the relationship between insecurity, risk and social welfare in this example?

An ethically defensible social welfare function assumes that social welfare depends on both the average level of well-being and the inequality of well-being. In this example, we must consider the distinction between income and well-being/utility.

In either case, the expected value of worker income will be the same $(1- \alpha \beta) w$. With either layoff rule, the observed actual distribution of income is the same (with all workers getting $w$ in the no layoff state and some fraction of $\beta$ receiving zero wages when layoffs are required).
From a welfare point of view, however, one should consider the distribution of expected utility. In the random layoff scenario, there is no inequality in expected utility, since everyone has the same expected value of income. Inequality in the distribution of ex ante expected income is clearly greater under the seniority layoff rule, since low seniority workers know that they alone can expect to bear the burden of layoffs.

If we look at this issue solely from a risk perspective, we would argue that under the seniority layoff rule, high seniority workers get an expected utility of $U(w)$, while low seniority workers get $U(w')$, where $w'$ is the certainty equivalent income corresponding to their uncertain (and lower) expected income stream. The average utility of the workforce is equal to $(1- \beta) U(w) + \beta U(w')$. A seniority layoff rule generates greater ex ante inequality in expected utility and a lower mean level of utility [if $U''(y) < 0$]. Hence, any social welfare function that weights both the expected value of income and the inequality of expected incomes will consider the seniority layoff rule to generate lower social welfare.

However, if a value of $\delta$ is assigned to ‘safety’, then the well-being of high seniority workers is $U(w) + \delta$. Average utility is now equal to $(1-\beta) [U(w) + \delta] + \beta U(w')$. An ‘insecurity’ perspective would therefore calculate a higher value for average utility in the seniority layoff scenario than a ‘risk’ perspective would. If we think of the insecurity dimension, the issue in comparing random and seniority layoffs is whether or not the value of safety for some is exceeded by the risk aversion (loss in certainty equivalent income) of others. A ‘risk’ perspective would not perceive this trade-off.

If safety is a desired attribute, it could be the case that greater average well-being would dominate the increased ex ante inequality associated with a seniority layoff system.


References


| No longer available. |
| Published in Journal (list follows) |
| 1. ✦✧ The Labour Market Position of Aboriginal People in Non-Metropolitan New South Wales | Russell Ross | August 1988 |
| 2. ✦ Welfare Fraud, Work Incentives and Income Support for the Unemployed | Bruce Bradbury | August 1988 |
| 3. ✦✧ Taxation and Social Security: An Overview | Peter Whiteford | August 1988 |
| 4. ✦✧ Income Inequality in Australia in an International Comparative Perspective | Peter Saunders & Garry Hobbes | August 1988 |
| 6. ✦✧ Income Testing the Tax Threshold | Peter Whiteford | December 1988 |
| 10. ✦✧ The ‘Family Package’ and the Cost of Children | Bruce Bradbury | May 1989 |
| 13. ✦ Adult Goods and the Cost of Children in Australia | Bruce Bradbury | July 1989 |
| 15 ✦✧ Income Inequality in Australia and New Zealand: International Comparisons and Recent Trends | Peter Saunders, Garry Hobbes & Helen Stott | September 1989 |
| 21.✧ | Compensating Low Income Groups for Indirect Tax Reforms | Peter Saunders & Peter Whiteford | August 1990 |
| 22.✦✧ | Reflections on the Review of the Home and Community Care Program | Peter Saunders | August 1990 |
| 23.✦✧ | Sole Parent Families in Australia | Peter Saunders & George Matheson | September 1990 |
| 24.✧ | Unemployment, Participation and Family Incomes in the 1980s | Bruce Bradbury | September 1990 |
| 27. | A Probit Analysis of the Factors Influencing Labour Market Success of Aborigines in New South Wales | Russell Ross | November 1990 |
| 32. | Measuring the Cost of Children | Bruce Bradbury | May 1992 |
| 33.✦ | The Impact of Family Assistance Changes on Patterns of Unemployment Benefit Receipt | Bruce Bradbury | August 1992 |
| 34.✧ | Recent Trends in the Size and Growth of Government in OECD Countries | Peter Saunders | September 1992 |
35. ✧ Noncash Income, Living Standards, Inequality and Poverty: Evidence from the Luxembourg Income Study  
Peter Saunders et al.  
November 1992

36. ✦✧ The Mixed Economy of Support for the Aged In Australia: Lesson for Privatisation  
Peter Saunders & Michael Fine  
November 1992

37. The Welfare Interpretation of Family Size Equivalence Scales  
Bruce Bradbury  
November 1992

Sheila Shaver  
December 1992

39. ✧ Unemployment and Income Support: Challenges for the Years Ahead  
Bruce Bradbury  
May 1993

40. ✧ Married Women's Earnings and Family Income Inequality in the Eighties  
Peter Saunders  
May 1993

41. Women and the Australian Social Security System: From Difference Towards Equality  
Sheila Shaver  
June 1993

42. Male Wage Inequality Before and After Tax: A Six Country Comparison  
Bruce Bradbury  
June 1993

43. ✦ The Fragmented Structure of Community Support Services: A Community Case Study  
Michael Fine  
June 1993

44. ✦✧ The Recognition of Wifely Labour by Welfare States  
Sheila Shaver & Jonathan Bradshaw  
August 1993

45. Postmodernism and Social Policy: A Great Leap Backwards?  
Peter Taylor-Gooby  
September 1993

46. ✧ Making Ends Meet in Australia and Sweden: A Comparative Analysis of the Consensual Approach to Poverty Measurement  
Peter Saunders, Björn Halleröd & George Matheson  
October 1993

47. ✦ Economic Adjustment and Distributional Change: Income Inequality and Poverty in Australia in the Eighties  
Peter Saunders  
November 1993

48. ✦✧ Poverty and Inequality: Social Security in Australia in the 1990s  
Peter Saunders  
May 1994

49. ✧ Rising on the Tasman Tide: Income Inequality in Australia and New Zealand in the 1980s  
Peter Saunders  
June 1994

50. A New Approach to the Direct Measurement of Consensual Poverty  
Björn Halleröd  
October 1994

51. The Distribution of Welfare: Inequality, Earnings Capacity and Household Production in a Comparative Perspective  
Peter Saunders, Inge O'Connor & Timothy Smeeding  
November 1994
52.✧ Immigrants and the Distribution of Income: National and International Comparisons
   Peter Saunders November 1994

53.✧ The Role, Value and Limitations of Poverty Research
   Peter Saunders November 1994

54.✧ The Use of Replacement Rates In International Comparisons of Benefit Systems
   Peter Whiteford February 1995

55.✧ Two Papers on Citizenship and the Basic Income
   Peter Saunders & Sheila Shaver April 1995

   Peter Saunders May 1995

57.✦ Corporatism in Australia
   Peter Kriesler & Joseph Halevi May 1995

58. Universality and Selectivity in Income Support: A Comparative Study in Social Citizenship
   Sheila Shaver May 1995

   Bruce Bradbury May 1995

60.✧ Wage and Income Inequality in Two Welfare States: Australia and Sweden
   Peter Saunders & Johann Fritzell August 1995

61.✦ The Changing Mix of Welfare in Health Care and Community Support Services
   Michael Fine August 1995

62.✧ Evaluation and Research in Social Policy
   Peter Saunders & Michael Fine December 1995

63.✧ Unpacking Inequality: Wage Incomes, Disposable Incomes and Living Standards
   Peter Saunders December 1995

64.✦✧ A Challenge to Work and Welfare: Poverty in Australia in the 1990s
   Peter Saunders December 1995

65.✦✧ Social Policy and Personal Life: Changes in State, Family and Community in the Support of Informal Care
   Sheila Shaver & December 1995

66. Household Income Sharing, Joint Consumption and the Expenditure Patterns of Australian Couples and Single People
   Bruce Bradbury May 1996

67. Explaining Changes in the Social Structure of Employment: The Importance of Geography
   Boyd Hunter June 1996

68. Liberalism, Gender and Social Policy
   Sheila Shaver July 1996

69. Redistribution by the State in Austria
   Alois Guger October 1996
70. Economic Crisis and Social Policy in Finland in the 1990s
Hannu Uusitalo October 1996

71. Sole Mothers in Australia: Supporting Mothers to Seek Work
Marilyn McHugh November & Jane Millar

72. ‘All Else Confusion’: What Time Use Surveys Show About Changes in Gender Equity
Michael Bittman November & George Matheson

73. Are the Low Income Self-employed Poor?
Bruce Bradbury December 1996

74. Social Policy in East Asia and the Pacific Area in the Twenty-First Century: Challenges and Responses
Peter Saunders December 1996

75. Dawning of a New Age? The Extent, Causes and Consequences of Ageing in Australia
Peter Saunders December 1996

76. Poverty, Choice and Legitimacy
Peter Saunders March 1997

77. The Restructuring of the Canadian Welfare State: Ideology and Policy
Maureen Baker June 1997

78. Developing Policy Planning and Research Capabilities in the Asia Pacific
Peter Saunders October 1997

79. New Relations of Welfare in the Contracting State: The Marketisation of Services for the Unemployed in Australia
Tony Eardley October 1997

80. Coordinating Health, Extended Care and Community Support Services: Issues for Policy Makers and Service Providers in Australia
Michael Fine October 1997

81. How do the Elderly in Taiwan Fare Cross-Nationally? Evidence from the Luxembourg Income Study Project
Peter Saunders & Timothy M. Smeeding April 1998

82. An Australian Model for Labour Supply and Welfare Participation in Two-adult Households
Guyonne Kalb June 1998

Michael Bittman June 1998

84. Defining Poverty and Identifying the Poor: Reflections on the Australian Experience
Peter Saunders June 1998

85. An Equivalence Scale for Time
Michael Bittman & Robert E. Goodin July 1998
<table>
<thead>
<tr>
<th></th>
<th>Title</th>
<th>Author(s)</th>
<th>Date</th>
</tr>
</thead>
<tbody>
<tr>
<td>88.</td>
<td>Economic Insecurity</td>
<td>Lars Osberg</td>
<td>October 1998</td>
</tr>
<tr>
<td>89.</td>
<td>Household Budgets and Income Distribution Over the Longer Term: Evidence for Australia</td>
<td>Peter Saunders</td>
<td>October 1998</td>
</tr>
<tr>
<td>91.</td>
<td>Working But Poor? Low Pay and Poverty in Australia</td>
<td>Tony Eardley</td>
<td>November 1998</td>
</tr>
<tr>
<td>93.</td>
<td>Using Budget Standards to Assess the Well-Being of Families</td>
<td>Peter Saunders</td>
<td>December 1998</td>
</tr>
<tr>
<td>96.</td>
<td>The Increasing Financial Dependency of Young People on Their Families</td>
<td>Judy Schneider</td>
<td>February 1999</td>
</tr>
<tr>
<td>97.</td>
<td>The Rush Hour: The Quality of Leisure Time and Gender Equity</td>
<td>Michael Bittman &amp; Judy Wajcman</td>
<td>February 1999</td>
</tr>
<tr>
<td>100.</td>
<td>Tax Theory and Targeting: A Survey</td>
<td>Bruce Bradbury</td>
<td>May 1999</td>
</tr>
<tr>
<td>101.</td>
<td>Home and Away: Reflections on Long-term Care in the UK and Australia</td>
<td>Melanie Henwood</td>
<td>June 1999</td>
</tr>
<tr>
<td>102.</td>
<td>Australian Attitudes to Unemployment and Unemployed People</td>
<td>Tony Eardley and George Matheson</td>
<td>June 1999</td>
</tr>
<tr>
<td></td>
<td>Title</td>
<td>Author</td>
<td>Date</td>
</tr>
<tr>
<td>---</td>
<td>----------------------------------------------------------------------</td>
<td>-----------------</td>
<td>------------</td>
</tr>
<tr>
<td>105.</td>
<td>The Responsibility for Child and Aged Care: Shaping Policies for the Future</td>
<td>Michael Fine</td>
<td>August 1999</td>
</tr>
</tbody>
</table>
SOCIAL POLICY RESEARCH CENTRE REPRINTS

The following Discussion Papers have been published in journals or books. Where indicated, Reprints of the articles are available from the SPRC at the cost of $2.00 each. To order reprints, quote the Reprint number and attach a cheque or money order made out to the Social Policy Research Centre. Send orders to:

The Publications Officer
Social Policy Research Centre
University of New South Wales
Sydney NSW 2052
Australia

<table>
<thead>
<tr>
<th>DP No.</th>
<th>Published as</th>
<th>SPRC Reprint No.</th>
</tr>
</thead>
<tbody>
<tr>
<td>DP No.</td>
<td>Published as</td>
<td>SPRC Reprint No.</td>
</tr>
<tr>
<td>--------</td>
<td>-------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>-----------------</td>
</tr>
<tr>
<td>24.</td>
<td>Bruce Bradbury (1992), ‘Unemployment, Participation and Family Incomes in the 1980s’, <em>Economic Record</em>, 68(203), December, 328-42.</td>
<td>73</td>
</tr>
</tbody>
</table>


